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Chaotic communications that are difficult to detect
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Work on self-synchronizing systems for communications has had limited practicality because the chaotic
signals were not as easy to detect in the presence of noise as conventional spread-spectrum signals. This
difficulty may actually be an advantage in some cases, where one wants to conceal the existence of the
communications signal. Conventional communications signals are cyclostationary; while they may look ran-
dom, they have statistical properties that vary periodically. One may design chaotic communication signals that
lack this cyclostationary property, and therefore are harder to detect.
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I. INTRODUCTION Wiener-Khintchine theorenj16], the Fourier transform of
the autocorrelation of a signal is the square of the Fourier

While there has been much study of chaos applied tdransform of the signal. To find the autocorrelation of the
communication$1-13], in many cases the chaos is more of frequency spectrum, one may simply take the squar€ f
a burden than an asset. Using chaotic signals instead of p&eourier transform, and search for large components at dis-
riodic signals, or using self-synchronizing receivers insteadtrete frequencies.
of stored reference receivers, usually results in signals that
are harder to detect than conventional periodic or spread . DIRECT SEQUENCE SPREAD SPECTRUM
spectrum signals.

There are some situations where one wants a signal that j,]sq

hard for an eavesdropper to detéatown as low probability erated a simulated direct sequence spread-spedB86S

of detection, or LPD, communicatiorj44]), and there may ~ ) )
be some application of chaos in this type of Communicationfs'gnal[17218]' In_d|rect sequence spread spectrum, the infor-
ation signal is a digital signal running at some rate

Conventional communications, including spread spectrum, ignb't 1 Th di ianal i d d ianal
based on periodic carrier signals, which are obviously artifi? PItSS . 1he spreading signal IS a pseudorandom signa
nning at a faster rate. For this example, | use a rate of

cial and have statistical properties such as cyclostationarit ] i . - . X
[14] that aid in their detection. Chaotic carrier signals may b On b|t§s Ny The sprgadlng signal multiplies theilnformat_|on
generated by circuits that simulate natural processes, so thé} nal (in b'mar.y fashiop to produce the spregd !nformgtlon
may not be so obviously artificial, and it is possible to gen-S gnal, Wh'Ch is then modulat_ed onto a pe_”Od'C carrler._ln
rder to simulate the modulation, | use a simple modulation

erate chaotic carriers that are not cyclostationary. While | an?
! ! y I 4 ! alled binary phase shift keyinBPSK) [18], where the

interested in generating LPD signals, | make no attempt ir?h £ th o~ dulated b h )
this paper to address questions of security. | am only interphalse of L ? carrg;ar IS mo udate o etwe?n dtyvo pf ases: a
ested in how difficult it is to determine that a communicationP@se of 0 for a binary 0 and a phase mfradians for a

signal is present, and not in how difficult it is to extract bina_ry 1 h i ianal h bandwidth th
information from that signal. Since the spreading signal has a greater bandwidth than

the information signal, it spreads the spectrum of the peri-
odic carrier. Figure 1 shows the power spectrum of a periodic
Il. CYCLOSTATIONARITY signal before and after being modulated with a spreading

Random signals may have statistical properties that var§ignal' The peak power in_ the spread signal is_ 9“_’6‘“3’ re-
periodically with time, in which case they are called cyclos-duced from the unspread signal, and that reduction in power

tationary[14,15. Cyclostationarity may be detected in a sig- is used to hide the spread signal below the background noise
nal by calculating the autocorrelation of the power spectrum.

level. The DSSS receiver correlates a stored pseudorandom
If x(t) is a signal and(f) is its Fourier transform, then the sequence with the transmitted signal to recover the informa-

In order to say something is hard to detect, | must say
ard to detect compared to what.” For comparison, | gen-

autocorrelation of the power spectrum is tion signal.
w IV. CHAOTIC SYSTEM
* _
JlooX(f)X (f=¢)d¢ The direct sequence spread-spectrum system is capable of
r(f)=——— . (1)  operating at very low signal to noise ratios, but its depen-
J X(H)X* (p)dep dence on a periodic carrier is a weak point. The periodic

carrier causes the DSSS signal to be cyclostationary. Even
though the signal itself is broadband, squaring the signal
A large cross correlation at a particular frequency in the Foumakes it much easier to detect.
rier spectrum indicates the presence of cyclostation&aity Although some narrowband chaotic signals may be cy-
analogous result holds for discrete sigpal&rom the clostationary, it is possible to generate broadband chaotic
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The system of Eq(2) is just the piecewise-linear Rossler

9 , . . : .
10 (a) system described in Ref23] with a variable time constant.
i The time constant is fixed, but the signalkr varies with
107 5 time, effectively varying the time constants of Eg), which
— causes the frequency of the chaotic oscillator to vary. A low
—~ 10° — frequency limit cycle oscillator generates the time constant
b4 - variation signala. The low frequency oscillator is self-
R= 10° oscillatory but is also driven by the signg] from Eq. (2).
=f . : : The limit cycle oscillator is described by
g€ '] ®) o
— =~ 72(0.02+ 0.5+ Xe +0.5xq| +¢), (33
o
dxs
W = — '7'2( _X4_ 002(5+ 2X3), (3b)
| | |
0.0 0.5 1.0 15 2.0 % _
: : : - : H—_Tz(_g(xﬁ"“xe), (30
f (arb. units)
=1+
FIG. 1. (a) Power spectrum of a sinusoidal carrier signal before a=1+1(x), (3d
modulation with a direct sequence spread spectrum sigbal. 09 - _09
Power spectrum of the carrier signal after modulation with a direct -~ mXx )
sequence spread-spectrum signal. f(x)=4 mx —0.9=mx=<0.9; . (39
09 mx>0.9

signals that are not cyclostationary. If the carrier signal is
truly chaotic, it never repeats, and a stored reference receiver The functionf is a bounds function used to keepfrom
will not work. Instead, a self-synchronizing chaotic receiveryetiing too large or too small. The constamt sets the
is used. Self-synchronizing systems require more signal enymount of spreading. The signals a phase synchronization
ergy in noisy env.irpnments than stored refgrence systemgignaﬂ [to be described below in Eq11)] used to inject
but self-synchronizing systems are potentially simpler Oinformation into the limit cycle oscillator. Typically, the ratio
build. _ /7, is =100, so that the signat causes the time constant
The well-known Lorenz systeifl9] is one example of a o1 Eq. (2) to change slowly in an irregular fashion. Equa-
brqadband chaopc system. The Lorenz system is difficult tq;gng (2) and(3) are enough to produce a broadband chaotic
build as a circuit, however, and self-synchronized LorenzsignaL but the phase of the signej (information will be
systemdg 4] are sensitive to added noise. | have previouslyencoded on the phase &f) is easily determined from the
built self—'synchronizing chaptic circuits which | could use to envelope of any of the signals from E@). A further step is
communicate when the noise levels were much larger thafecessary to reduce the detectability of the information sig-
the signal20—22, but these circuits required a carrier signal h1  Equation(4) describes a second limit cycle oscillator

that contained 2 narrowband signals well separated in freghose frequency is close to the limit cycle oscillator of Eq.
guency. In this paper, | design a similar chaotic system thag3) but incommensurate:

has a broad frequency spectrum centered in one band. At the
heart of this broadband chaotic system is a Rossler-like cha- g,

otic system with a variable time constant. This first part of T 738(0.0+ 0.5Xg + Xg+ 0.5 X4 | + 0.2%3),
the chaotic system is described by (42
dx; dxg
E—_Tla(o.os(l+0.5)(2+X3), (28) H:—7-3ﬁ(—x7—0,02(2"l' 2X3), (4b)
dx; dx
gt = " na(=X%~0.15¢), (2b) d_t9: — 738 —9(X7) + Xq], (40)
dxg B=1+h(x,), (4d)
F:_Tla[_g(xl)"‘xsl (29 ‘
—0.9 mx<-0.9
0 Xx<3 h(x)={ mx  —0.9smx<0.9; (4e)
9(x)= _ : (2d)
15(x—3) x=3 0.9 0.9<mx
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At the same time, the signat that modulates the time
constant for Eq(2) becomes 4= (a)
and thex, equation from Eq(3) becomes § 0 _I
dx, 2
Hzf72(0.02<4+0.5x5+x6+0.5x1|+O.2x7+c§). 8 2
(6) &,
For this paper,7;=10, 7,=0.1, 73=0.279, andm=0.2,

and Egs.(2)—(6) were numerically simulated with a fourth
order Runge-Kutta routingl6] using a time step of 0.04 s. 2 0 5
Figure 2 shows attractors for the chaotic part and the 2 limit X (arb. units)
cycle oscillators. The chaotic oscillator of E@) is nearly 1
periodic, so the concept of phase may be used to produce a
driving signal. For communications, a signal with a constant

envelope is desirable. If the oscillator was actually periodic, “ 0 -
then the signal "é
X2 : -2
i @) =
X{+X5 8 .
~ 4 -
would be the sine of the phase angle of the oscillator, and the x

sine function has a constant envelope. The oscillator is not
really periodic, but the signal is close enough to periodic that
the signalzin Eq. (7) does have a constant envelope, so it is

used as the transmitted signal.

An advantage to using this phase signal to drive the re-
sponse system is that the peak to peak amplitude is constant,
as can be seen in Fig. 3. Inevitably, the amplitude ofill
change as a result of the transmissiorgadbut an automatic
gain control may be implemented to restore the amplitude of
z at the receiver. The type of receiver used below is also not
that sensitive to the exact amplitude zfso amplitude fluc-
tuations will not have a large effect on the receiver. Figure 3
also shows a power spectrumzmfshowing thatz is a broad-
band signal. The shape of the power spectrunz ofay be
altered by varying the spreading functibm Eq. (5).

Xg (arb. units)

V. RESPONSE SYSTEM

The chaotic drive system is based on 3 subsystems, all of 10 -05 00 05 1.0 15
which oscillate independently, so it is not possible to build a ;
response system that exactly synchronizes to the drive sys- X7 (arb. umts)
tem. The response system IS de_S|gned so that _the I'm't_ cycle FIG. 2. (a) Attractor from chaotic part of the driving systei&q.
parts phase synchronig24] to their counterparts in the drive - o)) () Attractor from first limit cycle oscillator of the driving
system, and information is encoded on the phase of the IImé»ystem of Eq(3). (c) Attractor from second limit cycle oscillator
cycle. The signal that varies the time constant of the chaotigeq. (4)] from the driving system.
system may be recovered from the transmitted signall-
though a short time series aflooks like a periodic signal diy 1 dz 1
with a slow frequency modulation, the unmodulated version =5~ 5 <Y1t i, (8a)
of zis not periodic but chaotic. The phasezfaries chaoti- dt  R,Cdt R,C
cally. Becausez is chaotic, the time constant variation can
not be recovered by a phase locked loop, which assumes that % __ Ri+Rs (8b)
the carrier phase is constant and all phase variation comes dt RiR,R; 72’
from the modulating signal. Instead, a simpler technique
based on a bandpass filter is used. A bandpass [f@tgris  where R;=14,26X), R,=2R;, and R;=R;, and C
modeled by =10"° F. Equation(8) models a bandpass filter withQof
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A10 FIG. 4. Phase difference between drive system of Bg.and
990 response system of EQLO). The solid line is for the coupled sys-
= 6 tems, while the dotted line shows the phase difference with no
S 10 coupling. The phase was measured by advancing the phase variable
0 10 by 27 every time thex, signal for the drivgor they, signal for the
E responsgcrossed 0 in the positive direction.
o 10
10 dys _
| | I W = - Tz( _y4_ 00w5+ 2y3), (10f)
0.0 0.5 1.0 1.5 2.0 2.5 3.0
f (arb. units) dys _
at — 7l —9(Ys) +Ysl, (109
FIG. 3. (@) Transmitted signak. (b) Power spectrum of trans-
mitted signalz. dy
7
—73(0.02/;,+0.5yg+yo+0. +0.2y3),
1 and a center frequency of 1.117 Hz, corresponding to the dt Y7+ 0.5 +ys 08y, ¥s
peak frequency of the chaotic system in E2). when « is (10h)
fixed at 1. q
The bandpass filter passes signals at the center frequency Ys _ 19 10i
. . . . i
with no phase shift but shifts the phase of signals not at the ar e Tyrm 002+ 2yy), (209
center frequency, so the filter outpyt will be shifted in
phase from the filter input by an amount corresponding to dyg )
the amplitude of the time constant variation sigaal The pramiakc: Bl (VRS 2P (10j)
signal « is recovered approximately as the siggal where
0 y<3
dys = 10K
at 1O&Sq(2 Sq(¥2) — 3], (9a) 9(y) [15(y3) y=3|" (10K
—1 x<0 The response system is not an exact replica of the drive
Sq(X)= [ 1 x>0}' (9b)  system, and synchronization is not exact. There is phase syn-

The rest of the response system is described by

y=2—0.0150s, (103
dy; _
p =~ T17(0.08/1+05/,+y3), (100
dy,
gt =~ /(~Y1—0.17%+0.0%,), (100
dys _
E——Tl?’[_g(h)nys], (109
dy,
H=—7-2(0.02y4"' 0.5/5+ye+0.8y,]), (108

chronization betweep, in the response anxl, in the drive
(as shown in Fig. ¥ so information is transmitted by modu-
lating the phase af, [26]. The phase difference in Fig. 4 is
calculated by the same method used in IR24]. Every time
the x, (ory,) signal crosses 0 in the positive direction, the
phase of the oscillator is advanced by.2The dotted line in
Fig. 4 shows that the phase difference between drive and
response systems increases when they are uncoupled. The
solid line in Fig. 4 shows a constant phase difference for the
coupled drive and response systems. There is a lag between
drive and response phases, so the phase difference between
the coupled drive and response systems oscillates between 0
and 2 because the drive oscillator crosses 0 before the re-
sponse oscillator.

The phase modulation signélin Eq. (3) is set equal to

E=s;sin(wqt) —0.1x4, (11

026207-4



CHAOTIC COMMUNICATIONS THAT ARE DIFFICULT ... PHYSICAL REVIEW E 67, 026207 (2003

ooOpp o 9 _|

..... [m] o ,‘-n\ 10 _
0.1 — * o =

° 10"

o - To >
L2 s

0.01 — °. a & 10 7

' —
A s

[ ]
| | | | | | 10 | | |
38 40 42 44 46 48 0.0 0.5 1.0 15 20 25
E/N, (dB) f (arb. units)
FIG. 5. Bit error rates Bgg) as a function of energy per bit FIG. 6. Power spectrum of the squared direct sequence spread-

normalized by noise power spectral densif,(N,) for two dif- ~ SPectrum signal.

ferent receivers. The black circles are for the full chaotic response

system of Eqs(8)—(10), while the open squares are for a conven- time to phase synchronize with the signal in the drive

tional receiver defined by Eqé8) and (9). system. The coupling between the limit cycle oscillator that
generatex, (andy,) and the chaotic system that generates

wheres;=*+1 depending on the value of the binary infor- the transmitted signal is weak and nonlinear, so synchroniza-

mation signal, and the coupling constant 0.2, andw/27  tion is slow. The weak coupling is necessary to make the

=0.0115 Hz, the frequency of the limit cycle oscillator of communications signal harder to detect. In practical applica-

Eg. (3). The phase ofy, is determined by a phase locked tions, there may be hardware considerations that make the

loop [25] in the receiver. higher power requirements of the current method less of a
disadvantage.

VI. INFORMATION DETECTION

. . . . VII. DETECTABILITY
There are two types of detection considered in this paper,

detection of the information contained in the communication For covert communications, it is important that even the
signal and detection of the communications signal itself. Propresence of a communications signal not be detectable, since
ducing a signal that cannot be detected by an adversary is ntife signal is a beacon that gives away the location of the
very useful if we cannot detect the information content our-transmitter. The simplest way to detect a signal is to detect
selves, so detection of the information content is considerethe signal power, but if there are other features of the signal,
first. As described above, the information signal is phasesuch as cyclostationarity, then signal detection can be easier
modulated onto thec, signal in Eq.(3) and detected by than simply looking for power.
detecting the phase of thg signal in Eq.(10). The standard In order to calculate the probability of detecti¢m4],
method that engineers use to characterize communication e§eme signal statistic is chosen, and the probability distribu-
ficiency is to plot the bit error rateBgg) [18] as a function tion for this statistic is found when there is no sigiahly
of the energy in one bit, normalized by the noise powemoise is preseptand when the signal plus noise are present.
spectral densitya flat noise spectrum is assumedbbrevi- The DSSS signal is cyclostationary5], so this property is
ated asEy /Ny. used to aid in detection. In the power spectrum of the
Figure 5 is a plot of the performance for the transmittersquared DSSS signal in Fig. 6, a peak at twice the carrier
and receiver of Egqs(2)—(11), with noise that occupies the frequency is obvious. | estimate the probability distribution
same bandwidth as the signal. Figure 5 shows performanaa the power at this frequency with noise only or with noise
for the receiver of Eqs(8)—(10) and a receiver where the plus signal present. The overlap in these probability distribu-
phase is detected directly from the recovered time constaritons is the probability of either falsely detecting a signal or
modulation signaly; in Eq. (9). The performance plot fap; ~ missing the presence of a signal. Subtracting the overlap area
is included to show that it is more difficult to detect the from 1.0 gives the probability of detection. Figure 7 shows
information content of the communication signal if one doesthe probability of detectiorPy as a function of signal to
not know specific receiver details. The bit energies requiredhoise ratioSy for the DSSS signal.
to achieve low bit error rates in Fig. 5 are actually quite large  Figure 8 is the power spectrum of the squared signtile
compared to the bit energies required for conventional comtransmitted signal from the chaotic system. The power spec-
munications signal§18] (such as the DSSS signabut the  trum of z2 is still broad band because there are no strong
goal in those cases is to make signals that are easy to detectrrelations in its frequency spectrum as there were for the
while the goal in this paper is to create a signal that is hard tdSSS signal with a periodic carrier. The presence of the
detect. The increased bit energy required to detect the infosignal z can only be inferred by looking for transmitted
mation content for the present method is due to 2 thingspower, a method known as the radiometer metfib4, so
self-synchronizing receivers do not perform, as well as thehe chaotic signal will be harder to detect. Probability distri-
stored reference receivers used in conventional communicdutions for noise only and noise plus the sigmare esti-
tions, and they, signal in the response system takes a longmated by measuring the average power present in the signal.
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FIG. 7. Probability of detectiofPy as a function of signal to FIG. 8. Power spectrum af, wherez is the chaotic communi-

noise ratioSy for the direct sequence spread-spectrum sigmaén  cation signal of Eq(7).

squaresand the chaotic signdblack circles. . . ) . .
ergy needed to transmit this particular chaotic signal was
. - I - large, but the main point here was to demonstrate that a
The res“'t!”g propabmty of d_etecthn is also plotted in Fig. 7no%cyclostationary chpaotic signal could be used as a carrier
as a function of .S|gnal to noise ratios. Eventgally.the Curvessignal even when background noise was larger than the sig-
for the DSSS S|gqal and the chaos signal n Fig. 7 COM&al. There are other properties of communications signals
together because in both cases the probability of detectiofa; gne may also want to hide. Higher order statistics can
approaches 0 for low signal to noise ratios. also reveal the type of modulation usiaf], which can give
information about who sent the signal. It is also possible to
VIIl. CONCLUSIONS detect the chip ratel8] in a communications signal, which is
the clock rate for the underlying digital system. It may be
This paper has demonstrated that the lack of a periodipossible to better conceal this identifying information by us-
carrier signal makes chaotic signals easier to hide than corirg nonperiodic chaotic signals to carry the information

ventional digital communications signals. The amount of ensignal.
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